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Research involving human

participants continues to

grow dramatically, fueled by

advances in medical technol-

ogy, globalization of research,

and financial and professional

incentives. This creates in-

creasing opportunities for

ethical errors with devastating

effects. The typical profes-

sional and policy response to

calamities involving human

participants in research is to

layer on more ethical guide-

lines or strictures.

We used a recent case—

the Johns Hopkins University/

Kennedy Kreiger Institute

Lead Paint Study—to examine

lessons learned since the Tus-

kegee Syphilis Study about

the role of institutionalized sci-

ence ethics in the protection of

human participants in re-

search. We address the role of

the institutional review board

as the focal point for policy

attention. (Am J Public Health.

2009;99:1549–1556. doi:10.2105/

AJPH.2008.152389)

THE HISTORY OF EFFORTS TO

institutionalize ethical health sci-
ence is one of disaster response.
The script changes little from one
episode to the next, a situation that
is troubling given increasing layers

of regulation and bureaucracy
specifically designed to address
the problem. Scientists or medical
professionals, through callousness,
ignorance, or misguided good
intentions, perpetrate a human
calamity and, in its aftermath,
professional associations or poli-
cymakers develop additional
organizational ethical guidelines
or strictures.

We do not suggest that these
ethical code responses are disin-
genuous. In most instances of sci-
ence-induced disaster, the vast ma-
jority of scientists are as horrified as
other outraged citizens. Nor do we
feel that the incidence of insensitive
and arrogant individuals in the
health sciences is any higher than in
business, the legal profession, edu-
cation, the military, or most other
fields. When scientists and medical
professionals err, no matter how
infrequently, no matter how pure or
impure the motives, the results can
be devastating, and their effects
can resonate far beyond the imme-
diate circumstances.

So for medical scientists there is
little or no tolerance for lapses in
judgment or faulty response to
confounding bureaucracy. For ex-
ample, one of the many results of
occasional instances of science-
induced catastrophe is a decline in

societies’ and individuals’ trust in
institutions of science and in
practicing scientists. Studies have
shown that distrust is one of the
reasons that the poor are less
likely to take advantage of avail-
able medical care and of econom-
ically and socially advantageous
technologies.1,2 Distrust is also one
of many factors in the low propor-
tions of poor and disadvantaged
persons seeking careers in science
and research.3,4

It is the predictability of this
cycle that is especially troubling.
We used the term ‘‘institutional-
ized science ethics’’ to refer to the
statutory, professional, and insti-
tution-based ethical standards that
guide and constrain scientists’ re-
search work, and we focused on
the primary institution responsible
for implementing institutionalized
science ethics in medical centers,
the institutional review board
(IRB).5 We considered the progress
of institutionalized science ethics to
prevent catastrophic outcomes in
science and medical research for
which it is designed. We reviewed
two examples, one recent and one
that occurred before the contem-
porary regime of institutionalized
science ethics, and explored the
fundamental question, ‘‘Why can’t
we build a better IRB?’’

The first case we examined is
the familiar Tuskegee Syphilis
Study, the landmark exploitative
research project that ultimately
gave rise to many of the human
participant protections now in
force, including IRBs. The second
case, a relatively recent one, is
the Johns Hopkins University/
Kennedy Krieger Institute study
(hereafter designated as the KKI
study). The latter study, designed
to assess cost-effective methods of
household lead paint abatement,
was terminated by the Maryland
Court of Appeals in a decision
whose opinion described the study
as ‘‘a new Tuskegee.’’6 We believe
the comparison of the two cases
sheds light on some of the prospects
for institutionalized science ethics,7

as well as provides food for thought
about the adequacy of the organi-
zation and operation of IRBs to
protect both researchers and the
public from research calamities.

THE PREDICTABILITY OF
ETHICS BREACH IN THE
KKI LEAD PAINT STUDY

To address this issue we posed
the question, was the KKI study
really a ‘‘new Tuskegee?’’ If so,
how did this occur in light of the
many specific protections that
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have been put in place since the
Tuskegee case came to light? That
the KKI study occurred is not
surprising given the limitations of
research bureaucracies and of in-
stitutionalized science ethics. The
fact that science ethics are institu-
tionalized in the form of more
than 6000 differentiated IRBs—
dispersed throughout disparate
institutions (universities, hospitals,
foundations, and federal agen-
cies)—that are accountable for
federally funded research on hu-
man participants5,8 does not bode
well for preventing ethical breaches.
The challenge has not gone unno-
ticed and it is the subject of a
growing body of organizational be-
havior theory that addresses how
people (such as well-meaning sci-
entists) adapt and strategize to deal
with the issues and challenges that
face them.9

Institutional review boards
often—indeed, almost always—
succeed in protecting human
participants and in protecting re-
searchers from themselves. Deci-
sions by IRBs have provided
judicious assessments for tens of
thousands of research studies that
have produced beneficial results
in the form of effective treatments,
drugs, and biologics. That these
IRB organizations sometimes fail
should be no surprise. Consider-
ing IRBs’ excessive workloads,
mounting duties, and regulatory
directives, and sometimes prob-
lematic group expectations and
dynamics,9 the greater surprise is
that IRBs almost always prove an
effective second-line (beyond the
investigator) guarantor of re-
search ethics. The success rate is
a good thing inasmuch as, along
with other sorts of zero-tolerance,

high-reliability institutions, failure of
an IRB can be catastrophic.10–12 But
a high success rate does not mean
that there is not room for improve-
ment.

We demonstrate a need for
further improvement of the IRB as
a science ethics institution by
showing that, even though
Tuskegee history has not been
repeated in most respects, the
more recent KKI study experience
suggests that current science ethics
institutions need more work. We
believe improvements are best
addressed through accepted the-
ory of organizational behavior,
specifically bureaucracy of IRBs
overseeing institutional science
ethics. The American public has
high expectations for science in-
stitutes in terms of improvement
of personal and public health and
betterment of society in general.
But we often underestimate the
impacts of the organizational as-
pects of institutionalized science
ethics on science researchers’
monumental tasks. The messages
here are that organization and or-
ganizational behavior matter and
must be well understood in build-
ing better science institutions that
prevent harm while helping peo-
ple.

For one to understand why in-
stitutionalized science ethics need
more work requires a brief over-
view of some salient aspects of
the Tuskegee Syphilis Study that
precipitated many of the current
IRB rules and regulations for vul-
nerable populations. In 1932, 399
African American sharecroppers
living in Macon County, Alabama,
were told by medical researchers
at the Tuskegee Institute that
they suffered from ‘‘bad blood,’’ a

term that African Americans of the
time and in that region used to
describe a host of ailments includ-
ing syphilis, anemia, and fatigue.
The men had in fact been diag-
nosed with syphilis, but they were
not informed of the diagnosis. In-
stead, they were invited to take part
in a research study, funded in large
part by the Public Health Service,
of the effects of untreated syphilis
on the African American man. As
incentive they were offered free
meals, free medical exams, and
burial insurance.

Although the men had agreed
to be examined and ‘‘treated,’’ they
were not informed of the real
purpose of the study. When the
study began, there was no reliable
treatment of syphilis. But even
after penicillin came to be consid-
ered an effective treatment of
syphilis in the 1940s, decisions
were made purposely to withhold
treatment from the research par-
ticipants so as not to interfere with
the disease’s natural progression.
If the men in the study left Macon
County or joined the military,
penicillin was withheld from them
via coordination between the
Public Health Service and local
health departments. Amazingly,
the study continued without any
significant changes in the metho-
dology or protocol until 1972,
when numerous news articles
condemning the study were pub-
lished.13

The Tuskegee study was not
devoid of ethical intent and inter-
ests and institutional impact. It was
ahead of its time in terms of in-
cluding members of minority
populations in all aspects of the
study’s design: as members of the
funding institution, as researchers,

and as research participants.14

Further, this was one of the first
large-scale, highly organized medi-
cal studies that paid any attention to
problems differentially affecting
African Americans, in stark contrast
to the bulk of clinical studies both in
the past and today.15,16

Despite the proposed benefits
to minorities, in the final analysis,
the Tuskegee study is rarely
lauded for its inclusion of African
American patients and profes-
sionals and its focus on a problem
affecting the poor, and most often
it is condemned for its exploitation
of them. Tuskegee surely moti-
vated the complex regulatory sys-
tem for research involving human
participants from vulnerable
groups and it continues to fuel
public and regulatory scrutiny of
research institutions. However, no
amount of outrage or intolerance
for historically unethical science
behavior is enough to overcome
contemporary institutional orga-
nizational inadequacies and,
therefore, it should be no surprise
that exploitation of vulnerable
populations still occurs.

For example, take the1992 KKI
lead paint study where minority
children were purposely exposed
to lead to study its effects. Al-
though different in many respects
from the purposeful neglect of the
Tuskegee research participants, it
is still considered a major ethical
calamity in human participant re-
search. In this study, launched 60
years after the initiation of the
Tuskegee study and 20 years
after its termination and the ini-
tial proliferation of ethical
guidelines and laws aimed at
protecting human participants,
a group of researchers from the
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Kennedy Krieger Institute, an
affiliate of Baltimore’s Johns
Hopkins University, conducted a
study designed to assess the ef-
fectiveness of low-cost techniques
for reducing the amount of lead
children are exposed to in their
homes.17–19 In 1992, there was
general recognition of the deleteri-
ous impacts of lead on children,
and despite attempts to remove
lead from their environment (e.g.,
through elimination of lead in gas-
oline and reduction of lead in diets),
lead remained common in house-
hold paint.17 (A later study by
Leighton et al. showed that about
1 in 5 children exhibit dangerous
levels of lead and nearly 900000
have sufficient concentrations of
lead as to pose a serious threat of
mental retardation and other brain
disorders.20) The problem was well
known and its treatment a high
priority in 1991, when the US De-
partment of Health and Human
Services called for a society-wide
effort to eliminate childhood lead
poisoning in 20 years.

The KKI study research meth-
odology, which included measur-
ing the blood lead levels of chil-
dren living in houses that had
received one of three lead abate-
ment measures,19 was reviewed
and approved by a federal agency
that provided significant funding
(the Environmental Protection
Agency) and with enthusiastic sup-
port by Johns Hopkins University’s
IRB.21Despite the fact that all of the
houses in the study received some
form of lead abatement (i.e., there
was no placebo), and that the ma-
jority of participants experienced
reductions in blood lead levels,19

the study engendered a lawsuit by
two mothers whose sons’ blood

lead levels became elevated during
their participation in the study.17

Public outrage followed, fueled
by the revelation that the re-
searchers encouraged the land-
lords of the lead-abated houses
to rent to families with young
children.17 The case went to
Maryland’s highest court, the Court
of Appeals, which denounced the
study and directly compared the
research protocol and its societal
outcomes to the Tuskegee stud-
ies.21

INADEQUACIES OF
INSTITUTIONALIZED
SCIENCE ETHICS

In an era of heavily regulated
science ethics and lingering effects
of outrage against the Tuskegee
study, how did exploitation of the
child participants of the KKI study
occur? We believe the answer
rests on challenges facing the or-
ganizations that manage protec-
tion of human participants of cur-
rent health science research.
Evidence of these challenges co-
mes in the form of the contre-
temps surrounding the KKI study
that played out in the court system
from 1992 to 2001, where both
judicial officials and public opin-
ion excoriated the KKI study re-
searchers and the organization
that supported their work and the
researchers called on the sup-
posed security of institutionalized
science ethics standards to defend
their actions. The KKI study dis-
pute has entertaining theatrical
elements but in most respects it is
a classic organizational tragedy
theoretically resulting from short-
comings, contradictions, inconsis-
tencies, and excessive expectations

of the institution and the rules that
bind its protection of especially
vulnerable human research par-
ticipants.

The KKI study sought to ad-
dress needs of the poor (middle-
class children also suffer from lead
poisoning, but at much lower
rates). Critics of health care pol-
icy22 and public policy makers23,24

decry the paucity of research
addressing the needs of the poor.
The KKI lead paint study seemed to
be exactly the sort of research that
is in line with government, espe-
cially National Institutes of Health,
objectives focusing research on the
needs of underserved, poor, and
minority populations. The legal,
political, organizational, and scien-
tific aspects of the KKI study have
been carefully examined by a vari-
ety of scholars,25,26 resulting in
embarrassment and a stain on the
reputation of the institute and the
researchers involved in the case.

Yet, surprisingly, little attention
is paid to the organizations with
arguably as much responsibility as
the researchers themselves, spe-
cifically the two IRBs that vetted
the research. There is no public
transcript of their deliberations;
however we do know that the
IRBs in question were duly
formed, were duly authorized, and
followed prescribed behaviors
that resulted in the travesty of
exposure of children to lead paint
for research purposes.7 Clearly
something in the composition, for-
mation, management, or delibera-
tion of the IRBs (and IRBs in gen-
eral) is problematic to say the least
and potentially disastrous at its
worst. This is not a new concept or
concern.27 However, viewing IRBs
in terms of their organizational

vulnerabilities seems to be far less
popular than questioning the char-
acter and intentions of the re-
searchers themselves or engaging
in scrutiny of superficial procedural
problems in IRB meetings.28

Evidence that the system for
protection of human participants
of research worked in some re-
spects in this case is clearly not
enough to give a clean bill of
health to the institution itself. For
years we have witnessed excessive
confidence in the rules and regu-
lations of institutionalized science
ethics, with too little understand-
ing or appreciation of the limita-
tions of rules and of the hazards of
implementing rules. Some have
suggested rules reforms to im-
prove IRB performance (see,
for example, Kafelides,29 Larson
et al.,30 and Shaul31). However, the
few extant studies of the impacts of
rules on organizational perfor-
mance32–34 converge in their
opinion that having ‘‘good rules’’ is
never more than a partial solution
to organizational and institutional
performance, and that adding
layers of rules, even ones that are
effective when taken one at a time,
can produce aggregate negative
consequences.

INSTITUTIONAL REVIEW
BOARDS AND THEIR
RULES

Thanks in part to the out-
rage and policy response to the
Tuskegee case, there was in 1992,
as today, no dearth of laws, insti-
tutional guidelines, or formal pro-
fessional ethics guiding research.
Does the KKI study result imply
that these laws and guidelines are
inadequate? If so, how could this
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have happened given the laby-
rinth of standards and regulations
developed in the wake of Tuske-
gee? Could the debacle have been
prevented by better rules, proce-
dures, and institutional guaran-
tees?

One interpretation is that the
KKI study represents a specific
failure in one instance of institu-
tionalized science ethics imple-
mentation. Our interpretation is
that the case suggests systemic
problems with overreliance on
institutionalized science ethics as
prevention of research catastro-
phe when the organizational as-
pects of the institution itself are
too poorly understood. If greater
transparency in the IRB review
process were given, we might fo-
cus on specific problematic rules
or forecasts of rule failure.
Therein lays an alternative for
building a better IRB. Transpar-
ency in IRB deliberation, to the
extent that it does not compro-
mise privacy of participants, can
produce better understanding of
IRB members and whether they
are meeting the implicit or ex-
plicit assumptions and forecasts
of their behavior.9

A crucial component of the
Federal Policy for the Protection
of Human Subjects, which was
passed into law in 1974 with the
National Research Act, is to re-
quire that all research protocols
involving human participants be
reviewed and approved by an IRB.
Although there is much variance
in the organization, structure,
compositions, and norms of IRBs,
their functions and charters are
quite similar. Two of the primary
operating criteria and rules for
IRBs are especially relevant. The

first rule is that IRBs must ensure
that research participants willingly
and voluntarily provide their in-
formed consent.35 In the case of
the KKI study, the study was
reviewed and passed by the Johns
Hopkins University IRB, an arm of
a university that has vast experience
with research on human partici-
pants and that is considered by
many to be the leading medical
research university in the nation.
This group clearly had significant
experience reviewing and approv-
ing participant consent forms. This
is not to suggest that the researchers
were blameless for ethical lapses or
that their communication with the
IRB could not have contributed to
poor IRB decision making, but the
research could not be conducted
without IRB approval and, thus, the
lapse in judgment represents a focal
point in the comparative analysis
between Tuskegee and the KKI
study. Despite all of the legislation
and regulation that was imple-
mented as a result of Tuskegee,
ultimately, the last vestige of con-
sideration of potential harm to re-
search participants in the KKI study
rested in the hands of a group of
diverse John Hopkins University
IRB members.

Indeed, based on the submis-
sions of the Johns Hopkins legal
counsel, the KKI researchers were
well informed, well meaning, and
properly intentioned about con-
sent for the vulnerable population
they served.36 Yet little is known
about the deliberations of the Johns
Hopkins IRB or how they arrived at
the decision to approve the lead
paint study protocol. We do know
that layers of ethical guidelines,
laws, and regulations did not deter
the IRB from granting permission to

the KKI group to pursue the lead
paint study. What we do not know
is whether the Johns Hopkins IRB
was used as, essentially, a device for
legitimation, moving the ethical
onus away from the researcher.
This is a worrisome possibility not
only for the KKI case but also for
research writ large because it sug-
gests not only a continuing possi-
bility but also increasing probability
of bad outcomes and ethical lapses.

The second of the major rules
for IRBs is that they ensure that
safeguards must be provided for
vulnerable populations.35 Vulner-
able populations include children,
prisoners, pregnant women, handi-
capped, mentally disabled, or eco-
nomically or educationally disad-
vantaged persons. It is important to
note that today’s IRBs are asked to
make discrete decisions but that
some policies and legislative re-
quirements are imprecise and
thereby not only permit but also
necessitate considerable interpreta-
tion and exercise of discretion. Be-
cause of the inexact meaning of
‘‘vulnerable,’’ ‘‘informed consent,’’
and, especially, ‘‘risk’’ and ‘‘benefit,’’
the KKI study researchers and IRB
members arguably may have had
little more clarity concerning sci-
ence ethics for vulnerable popul-
ations than their Tuskegee re-
searcher counterparts had decades
ago.

One of many problems of in-
stitutionalized science ethics is
that its range of application seems
to have been stretched to the
breaking point. For today’s IRB,
the line between human partici-
pation in experiments and human
interaction in discussing social
issues (e.g., 2 people talking) has
been blurred, with increasing

demands for informed consent
for study groups at little or no risk
as a result of the research.37 Most
researchers know that the answer
to nearly all questions about science
ethics, whether the study involves
drugs injected by poor youth or
interviews conducted about innoc-
uous topics with highly sophisti-
cated participants is ‘‘submit it to the
IRB.’’37

The vulnerability of certain
minority groups seems to have
lost force and attention. Now
‘‘vulnerability’’ is associated more
with capacity to provide consent
than with justice in selection of
participants for the research.38 In
some instances, institutionalized
science ethics seems to be synony-
mous with the institutionalization of
condescension. For example, a poor
person may agree to participate in a
research study, and be knowledge-
able and able to understand the
risk, but is vulnerable because of his
or her attraction to the few benefits
of study participation (such as free
health care and clinical assessments,
lodging, and meal stipends). Re-
search centers have experienced
dramatic shutdowns by regulatory
agencies (such as theFood and Drug
Administration and the Office for
Human Research Protections) with
responsive contortions in their sub-
sequent research on vulnerable
populations.39

OFFERING A NEW
THEORETICAL LENS

We need not dwell further on
the specific limitations of IRBs as
others have preceded us (see, for
example, Gray,5 Emanuel et al.,28

and Goldman and Katz40). Nor do
we need to focus on remedies that
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might be appropriate to the KKI
case because it is well known that
IRBs vary from institution to insti-
tution. Rather, we focus on the
theoretical limitations of IRBs as
bureaucratic organizations. Formal
organizations of all sorts are rooted
in fundamental rules and proce-
dures. The IRB is not an exception.
One enduring challenge for effec-
tive management is to determine
which behaviors should be formally
prescribed by the organization and
which should be based on discre-
tion. Organizations based more on
rules are said to be more ‘‘formal-
ized.’’ With respect to rules-based
organizational activities (such as
the production of IRB decision
outcomes), the organization is
prone to many well-known pa-
thologies (see Bozeman9 and
Zhou33), including problems with
the implementation of rules. Even
in instances where the rules and
procedures themselves are effective
and well accepted, persons in
bureaucratic organizations often
have difficulty with their imple-
mentation. The circumstances
where formalized rule implemen-
tations are especially problematic
are well known to students of or-
ganizations.

We suggest that if one thinks
of IRBs as organizational systems
for rule implementation, then
their inherent organizational
vulnerabilities can be explained.
In most organizational settings,
problems with rule implementa-
tion are largely a function of not
only the quality of the rules, but
also:

1. the number of relevant rules,
2. the number of persons enacting

the rules,

3. the frequency with which rules
are enacted,

4. the mastery of rules by those
enacting them,

5. the relevant heterogeneity of
the rule enactors,

6. the degree of concentration or
dispersion among rule enactors,
and

7. the degree and type of linkage
among rule enactors.

Bozeman, in his study of formal
rules,9 developed a model of ‘‘rule
enactment.’’ Figure 1 provides the
rule enactment model where rule
enactment ranges from frequent to
infrequent (vertical axis) based on
the concentration of participants
(concentrated to distributed on the
horizontal axis).

As we see from the figure, we
can expect systems to work best
when (ceteris paribus) the rules
are enacted frequently by a con-
centrated and homogenous set of
enactors. One example is audi-
tors. The rules are fixed and rel-
atively precise, they are exercised
often, and the enactors typically
are homogeneous in the sense

that they have similar under-
standings and technical mastery
of the rules. This is not to say that
problems are unknown in the
highly concentrated or frequently
enacted context, only that prob-
lems are less common here than in
other contexts.

In contrast, we can expect fre-
quent problems when we have
relatively infrequent decisions
by dispersed decision makers,
especially in those cases where
the rules are not precise, the de-
cision makers are dissimilar, and
technical mastery of the rules is
either missing or, in the case of
the IRB, has little meaning be-
cause of inconsistencies and
complexity.28 If we assume that a
very significant percentage of IRB
members’ rule-based discussion is
about relatively trivial cases (e.g.,
semistructured interviews with
knowledgeable participants, survey
questionnaires on innocuous
topics) and that only a small per-
centage of decisions have great im-
port (i.e., significant and palpable
threat to subjects’ well-being), then
IRB decisions would, except for the

dross of largely extraneous deci-
sions, exist in the ‘‘infrequent/dis-
tributed’’ quadrant, in which rule
enactment disasters are most likely
to occur.

The primary implication of this
modest theory of IRB rule enact-
ment is that the current institu-
tional design of IRBs is likely to fail
at an unacceptable rate. This fail-
ure is most likely to take place
when the decisions faced are not
routine and have strong elements
of idiosyncrasy and novelty that
require more judgment than
straightforward enactment of
rules. In other words, IRBs should
work reasonably well for unim-
portant decisions, but have built-in
design flaws for high-stakes deci-
sions.

If one accepts the vulnerability
of these institutions that are set
up to protect the vulnerable, then
what is the necessary response?
Is organizational reform the an-
swer? Others have made argu-
ments for (1) reducing the IRB’s
attention to relative trivia, (2)
stabilizing and rationalizing
requirements for IRB members
(i.e., ‘‘technical mastery of the
rules’’), and (3) standardizing
IRBs, which now vary greatly in
their design and norms (see, for
example, Barnes and Floren-
cio41). Is greater participation the
answer? Elsewhere,7 we have ar-
gued that ‘‘representativeness’’ oc-
curs best when IRB representatives
are individuals who are candidates
for the participant pool. Indeed, as
we have asserted in other work,
there is no good substitute for
identification and empathy with
the people who will be recruited
for and exposed to the research.
But representativeness,

Figure 1—Rule enactment model.

September 2009, Vol 99, No. 9 | American Journal of Public Health Bozeman et al. | Peer Reviewed | Health Policy and Ethics | 1553

HEALTH POLICY AND ETHICS



especially in group decision
making, presents its own prob-
lems (see Surowiecki42 for a dis-
cussion of the challenges of repre-
sentativeness in group decision
making that create problems of
power and influence), similar to the
problems of defining ‘‘vulnerable.’’

A NEW AGENDA FOR
INSTITUTIONALIZED
SCIENCE ETHICS

There are no easy answers in
science ethics. The KKI study
example is only one of many that
demonstrate that institutional-
ized science ethics are insuffi-
cient. The reason KKI is instruc-
tive is not that the associated IRB
processes were extraordinary; it
is quite the reverse. There is no
evidence that IRB procedures
differed significantly in this case
from hundreds of other instances,
ones that drew less attention and
escaped the wrath of the press
and the public.

Perhaps we can do better with
a set of interrelated changes:
more realistic policies and pro-
cedures more easily enacted, or-
ganizational and institutional re-
form, greater participation, and
better representation of potential
research participants and their
interests. It is perhaps also useful
that we do not rush to vilification.
Lest we too eagerly tar all with
the same brush, let us recall that
literally tens of thousands of
IRB processes unfold each year,
affecting the vast majority of
scientific and medical re-
searchers. In only a very small
percentage of these cases does
either the IRB process or the
subsequent research receive any

negative attention. Although this
does not imply that the IRB pro-
cess is working optimally, it at
least seems to suggest that
institutional reform and contin-
ued vigilance are needed, not a
full-scale overhaul or eradication
of the system or addition of new
layers of edicts and rules.

The reform agenda carries
with it an implicit research de-
sign. If local IRB controllers will
consent to intrusive study of
their own operations, then it
should be possible to conduct a
number of natural field experi-
ments on the reforms that will
show the impact of such factors
as committee composition, group
interaction dynamics, proce-
dures, red tape, and decision
processes on outcomes. In our
view, developing research useful
for improving IRBs and institu-
tionalized ethics processes
should involve multiple methods.
Each of three popular research
methods seems to have consid-
erable potential for the study of
IRBs, and each has very different
strengths and weaknesses.
Methods warranting further use
in connection with IRB research
include: (1) systematic case stud-
ies and ethnographic work, (2)
survey research and question-
naires, and (3) experiments and
simulations.

In those instances where it is
possible to engage in what is
considered ethnographic work,
the ‘‘wide-angle lens’’ of such
studies is likely to be quite useful
in developing hypotheses for
broader studies. When re-
searchers have sufficient access
for ethnography, there is great
potential for developing deep

and quite specific insights into
IRB operations and outcomes.
When access is somewhat more
limited, case studies provide
many of the same advantages.
Although case analysis presents
known problems related to gen-
eralization,43 the method none-
theless provides an excellent means
of mounting an empirically based
argument and for developing initial
research propositions.44 With re-
spect to research on IRBs, the case
study would likely prove especially
useful for understanding excep-
tional outcomes. A great advantage
of case studies is they enable one
to examine a wide range of influ-
ences on science ethics decision
making. Whereas many quantita-
tive approaches are not well adap-
ted to focusing simultaneously on
different levels of analysis (e.g.,
individual, group, organizational,
and environmental), case studies,
which require no commensurate
measurement among analytical
levels, easily finesse this problem.

Whereas case studies prove
useful for a more holistic exami-
nation of science ethics imple-
mentation, survey questionnaires
have somewhat less analytical
reach but provide data that can
be aggregated and applied to
multiple contexts. Surprisingly
few surveys and questionnaire-
based studies have been con-
ducted focusing on IRBs and
their operations. The few studies
that have been conducted with
surveys seem to be based on
convenience samples and are
plagued by low response rates,
generally with 75% or so re-
fusals.45 Even some of the more
prominent published questionnaire
studies46 are not easily evaluated

according to traditional social sci-
ence survey research criteria.
Often studies are quite focused on
specific questions with little atten-
tion to sample selection dynamics,
response bias artifacts, or develop-
ing valid and reliable attitudinal
scales.

Moreover, the study of IRBs
seems not to have yet drawn
much attention from persons
trained in either organizational
analysis or survey research tech-
niques. The door is open for
more rigorous, technically
grounded studies seeking to gen-
eralize about IRB members’ and
stakeholders’ behavior. Survey
research would likely prove ex-
tremely useful for understanding
the variations in structures and
processes among the many and
diverse IRBs and associated
organizations.

Field and laboratory experi-
ments could play a useful role
in studies of IRBs. A frequent
problem in analysis of IRBs is
inaccessible or unavailable data
because of legal protections
(privacy, confidentiality) or simply
because of the reticence of par-
ticipants. But to the extent that
IRB behaviors can be replicated
via artificial analysis, experiments
can provide useful insights. To
our knowledge, experiments sim-
ulating IRB behavior are quite
rare. B.B. developed an experi-
ment to examine the effects
of racial match on simulated
IRB groups’ decisions, focusing
on the race of the ‘‘IRB mem-
bers,’’ the ‘‘researcher’’ whose
research is vetted, and the ‘‘chair
of the IRB committee.’’47 Race
seemed unimportant per se, but
racial homophyly had some
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impact on the willingness to
accept the researchers’ argu-
ments, all else equal. Because
so much of IRB outcomes de-
pends on group dynamics and
decision making, laboratory ex-
periments seem to hold promise
as an economical and unobtru-
sive means of shedding light on
existing processes and, perhaps
more important, trying new
ones.

SUMMARY

We know that group processes
in general are subject to im-
provement by observation, eval-
uation, and planned change.
There is no reason to assume that
IRB processes should prove a
more intractable learning envi-
ronment than, say, corporate
board rooms, air control towers,
space centers, or war rooms. Fi-
nally, even if we move to solution-
by-experimentation, it is important
to remember that perfecting insti-
tutions is only part of the answer.
As Dunn and Chadwick note in
their handbook on human subjects
research:

Sometimes, with the best of in-
tentions, scientists, public offi-
cials, and others working for the
benefit of all of us, forget that
people are people. They concen-
trate so totally on plans and pro-
grams, experiments, statistics—on
abstractions—that people become
objects, symbols on paper, figures
in a mathematical formula or
impersonal ‘subjects’ in a scien-
tific study.35

Effective institutions and pro-
cesses remain vulnerable to those
who work within them, and when
researchers become too detached
from their research participants,
the results sometimes defy the

ability of institutions to prevent
harm. j
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Planning for Posttrial Access to Antiretroviral Treatment for
Research Participants in Developing Countries
Seema Shah, JD, Stacey Elmer, BA, and Christine Grady, RN, PhD

Despite recognition of the

importance of posttrial access

to antiretroviral therapy (ART),

the implementation process

has not been studied. We ex-

amined whether the National

Institutes of Health (NIH) guid-

ance document was being im-

plemented in NIH-funded ART

trials conducted in developing

countries between July 2005

and June 2007.

All of the 18 studies we iden-

tified had posttrial access plans

for trial participants. More than

70% had specific mechanisms

for posttrial access, but none

guaranteed long-term spon-

sor funding after the trials.

The plans reflected variation

in local contexts and the un-

certainty of predicting local

conditions in the long term.

The strength of the NIH

guidance document may be

that it encourages investiga-

tors to formulate plans in ad-

vance and to work with other

stakeholders to provide access

to ART. (Am J Public Health.

2009;99:1556–1562. doi:10.2105/

AJPH.2008.157982)

INTERNATIONAL COLLABORA-

tive research, especially when
conducted in communities or
countries with limited health
care infrastructure, is beset with
ethical challenges. One par-
ticularly controversial issue is
whether and how to ensure
continued access to study inter-
ventions for research partici-
pants after a trial. Until recently,
the issue of posttrial access was
absent from ethical codes or
guidelines for clinical research.
Ethics guidance documents,1 re-
ports,2,3 and national guidelines4–7

only began to address participant
posttrial access to study interven-
tions in 1997.

The World Medical Associa-
tion’s Declaration of Helsinki

added a controversial new para-
graph in the 2000 revision:

At the conclusion of the study,
every patient entered into the
study should be assured of access
to the best proven prophylactic,
diagnostic, and therapeutic
methods identified by the study.1

In the 2008 revision, the asso-
ciation backed away from this
strong language. It now states only
that researchers should describe
posttrial access arrangements in
the protocol and that participants
are entitled to be informed about
the study outcome and to share in
any benefits.1 Reports on the ethics
of international research by the US
National Bioethics Advisory Com-
mission and the United Kingdom’s
Nuffield Council each devote an en-
tire chapter to what should happen
after a research study.2,3 They
concluded that it was essential—
although complicated—for research

stakeholders to negotiate and plan
for posttrial access.

In the United States, the Na-
tional Institutes of Health (NIH) is
the primary government agency
responsible for conducting and
supporting medical research and
the largest funder of research on
HIV/AIDS in the world. The
overall NIH budget for fiscal year
2007 was US$29.5 billion, of
which $2.9 billion was spent on
HIV/AIDS.8 Increasingly, NIH-
supported HIV/AIDS research is
conducted in collaboration with
researchers and communities in
developing countries. According to
the NIH, an explicit goal of this
research is ‘‘improv[ing] the health
of people living with HIV/AIDS,
particularly people in countries
most affected by the epidemic.’’9

One pivotal part of this research is
testing antiretroviral drugs and
regimens.
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